Sex-differences in postprandial blood glucose and body surface temperature are contingent on flight in the fruit bat, *Cynopterus sphinx*

Nagarajan-Radha, Venkatesh¹²# and Devaraj, Paramanantha Swami Doss³*#

¹School of Biological Sciences, Monash University, Clayton Campus, Victoria 3800, Australia.

²Current address: Behaviour, Ecology and Evolution Lab, School of Life and Environmental Sciences, University of Sydney, NSW 2006, Australia. Email: venkatesh.nagarajan.radha@gmail.com

³Centre for Behavioural and Immuno Ecology, Department of Zoology, St. John’s College, Palayamkottai 627002, Tamil Nadu, India.

*Address for correspondence*

Dr D. Paramanantha Swami Doss, Centre for Behavioural and Immuno Ecology, Department of Zoology, St. John’s College, Palayamkottai 627002, India.

Email: chiropteranethology@gmail.com, Mobile phone: +91(0)9443404881

#authors contributed equally

**Keywords:** high sugar diet; hyperglycaemia; intralocus sexual conflict; nutritional ecology; physical activity; thermal imaging; thermogenesis
Summary

The level of sex-differences in metabolic traits is affected by flight in *Cynopterus sphinx*, a finding that has general implications for sex-specific life-history evolution in fruit bats.

Abstract

The postprandial blood glucose level is very high for the body size in frugivorous bats. Like other homeotherms, bats release heat during digestion of dietary macronutrients. Despite males and females of the same species exhibiting different foraging behaviour, empirical support for sex-differences in blood glucose and body surface temperature in fruit bats is poor. Moreover, while flight affects postprandial metabolism, whether such effects are different in each sex of fruit bats is unclear. Here, we studied these questions in the fruit bat, *Cynopterus sphinx*. We first assessed whether there are sex differences in the postprandial level of blood glucose and body surface temperature over time in rested bats. We then assessed whether flight affects outcomes of sex-differences in both traits. We found that the estimated marginal means of both traits were generally higher in females than males, in rested bats. Notably, the sex-difference in both traits was only significant at specific sampling time of the assay. Further, the trait means significantly differed between the sexes only in the rested, but not active, bats. Meaning that signals of sex-difference in metabolic traits eroded when bats were active. Taken together, our findings suggest that in *C. sphinx*, the sex-specificity in the expression of metabolic traits is significantly dependent on physical activity.
Introduction

Studying sex-differences in trait expression is essential to understand the evolution of animal life-histories. The evolutionary theory of intralocus genetic conflict predicts that selection for optimal expression of a trait in one sex can facilitate selection for different magnitude of expression of the same trait in the other sex (Bonduriansky and Chenoweth, 2009; van Doorn, 2009). Sex-specific trait expression is underpinned by alleles that are commonly expressed but are differently optimised for performance in each sex. It is therefore generally predicted that traits affecting individual fitness are optimised differently in each sex. Examples of traits that are differently expressed in each sex include longevity and metabolic rate in insects (Clancy, 2008; Nagarajan-Radha et al., 2020); and longevity and metabolism in mammals (Austad and Fischer, 2016; Clutton-Brock and Isvaran, 2007; Mauvais-Jarvis, 2015).

Metabolism provides the energy required for the expression of life-history traits. The pattern of allocation of available metabolic energy to different life-history traits is different between the sexes in animals (Tarka et al., 2018). Genes involved in metabolic pathways confer sex-specific life-history expression in mice and humans (Norheim et al., 2019; Partridge et al., 2005; Tower, 2017). Moreover, in general, phenotype expression in mammals is sex-specific (Karp et al., 2017). Yet, sex-difference in the expression of traits related to metabolism and life-history is poorly studied in certain groups of animals, such as bats. Bats are a particularly interesting group to study metabolic traits because they are the only mammals that have evolved powered flight. Empirical studies have uncovered adaptations necessary for energy-intensive flight in bats. For instance, bats have a high rate of metabolism (i.e., quickly converting dietary macronutrients into energy) to support physical activity, compared to other similar-sized animals (Harrison and Roberts, 2000; Munshi-South and Wilkinson, 2010; Winter and von Helversen, 1998). Adaptation to flight has not only affected their metabolism
but also their heart rate, respiration, immunity and longevity in bats (Ahn et al., 2019; Munshi-South and Wilkinson, 2010; O'Mara et al., 2017; Voigt and Winter, 1999).

Studying the relation between metabolism and flight is particularly intriguing in frugivore and nectarivore bats. Because, the postprandial blood glucose level is higher for their body size in these groups of bats (Amitai et al., 2010; Voigt and Speakman, 2007; Welch et al., 2008). The postprandial blood glucose level measured in bats kept at rest during assays is higher than 10 mmol/L (Kelm et al., 2011; Meng et al., 2016; Peng et al., 2017). Such high postprandial blood glucose (>10 mmol/L) confers hyperglycaemia in other similar-sized terrestrial mammals and is linked to ischemic stroke in humans (Bruno et al., 1999; Ceriello, 2003; Kelm et al., 2011; Umminger, 1975). But it is less clear whether fruit and nectar bats suffer from deleterious effects of hyperglycaemia.

Two findings are particularly noteworthy regarding frugivorous and nectarivorous bats’ proximate adaptations to sustain life in high-sugar diets: (1) heightened expression of digestive enzymes in the gut (Hernandez and Martinez del Rio, 1992; Ogunbiyi and Okon, 1976); and (2) their energy-intensive flight (Amitai et al., 2010; Kelm et al., 2011; Peng et al., 2017; Voigt and Speakman, 2007). Empirical studies demonstrate that flight significantly affects the level of postprandial blood glucose in fruit and nectar bats; demonstrating that these groups of bats have adapted to directly convert all exogenous sugar derived from their diet into fuel for flight (Amitai et al., 2010; Voigt and Speakman, 2007). Notwithstanding, homeothermic animals release heat during digestion of dietary macronutrients (Stock, 1999). Studies on lab models, such as mice and rats, show that the body surface temperature changes with the metabolic state of the animal (Huang et al., 2013; Nagashima et al., 2003). But researchers rarely investigate body surface temperature variation associated with the metabolic state in bats. Exceptions being studies on skin temperature changes during the inactive state of bats, such as torpor (Turbill et al., 2003). More generally, empirical support for sex-differences in metabolic trait
expression in fruit and nectar bats is generally poor. Previous studies that have assayed for postprandial blood glucose in species of fruit and nectar-eating bats within a controlled environment have either used one sex in their experiment or pooled data from both sexes in their analyses and thus have not reported sex-differences (Amitai et al., 2010; Kelm et al., 2011; Meng et al., 2016; Peng et al., 2017; Thomas, 1975; Voigt and Speakman, 2007).

The fruit bat, *Cynopterus sphinx*, is commonly found throughout Asia: Pakistan in the West to Indonesia in the East (Storz and Kunz, 1999). Foraging ecology of each sex is different in *C. sphinx*, where male bats generally forage closer to their roosting sites than females (Marimuthu et al., 1998). Given that the foraging ecology differs between the sexes in these fruit bats, we hypothesised that the metabolic traits that underpins physical activity should be differently expressed in each sex. To test the hypothesis, we investigated sex differences in the postprandial levels of blood glucose and body surface temperature in adult non-reproductive bats. We designed four separate assays to evaluate (1) whether postprandial levels of blood glucose and body surface temperature are different between the sexes over time when fed bats are kept at complete rest until sampling each trait, and (2) whether sex-differences in each of the two traits are affected by flight. We predicted that female bats would exhibit higher trait means compared to males and that the level of sex-difference in both traits would be affected by flight.

**Results**

*The metabolic traits are significantly different between the sexes in resting bats at specific sampling time of the assays*

The time of the assay (*dredge* analysis: RVI = 1) had a significant effect on the blood glucose level (Type III ANOVA: *p*<0.0001, Table 1A). The postprandial blood glucose level at 20 min was significantly different from the preprandial level. This level of increase was
notably different in each sex: the difference was higher in females (Tukey HSD test: difference in emmeans = 43.13, \(p<0.0001\)) compared to male bats (difference in emmeans = 30.86, \(p<0.0001\)). The interaction term sex \(\times\) time of the assay (RVI = 0.006) had a significant effect on blood glucose level (Type III ANOVA: \(p = 0.0268\), Table 1A and Figure 1A). Notably, the postprandial blood glucose level was only significantly different between the sexes at the 20 min sampling time of the assay (Tukey HSD test: difference in emmeans = 11.82, \(p = 0.0001\)). The change in emmeans blood glucose level over time in each sex was similar to the pattern observed in the raw mean values (Fig. S1).

The predictor variable time (RVI = 1) had a significant effect on body surface temperature (Type III ANOVA: \(p<0.0001\), Table 1B). The postprandial level of body surface temperature was significantly different from the preprandial level only in females (Tukey HSD test: difference in emmeans = 1.34, \(p = 0.006\)) and not in males (difference in emmeans = 0.56, \(p = 0.76\)). The interaction term sex \(\times\) time of the assay (RVI = 0.16) had a significant effect on the body surface temperature (Type III ANOVA: \(p = 0.0225\), Table 1B and Figure 1B). The level of difference in body surface temperature between the sexes was significant at the 30 min (Tukey HSD test: difference in emmeans = 1.24, \(p = 0.014\)) and 45 min sampling time of the assay (difference in emmeans = 1.26, \(p = 0.012\)). The level of variation in emmeans body surface temperature over time in each sex was similar to the pattern observed in the raw means data (Fig. S2).

**Sex-differences in the metabolic traits are affected by flight**

Flight conferred a significant effect on the postprandial blood glucose level (ANOVA: \(F = 142.3984\), \(p<0.0001\), Table 2A). The postprandial blood glucose level measured from individuals of each sex in the rest group was higher compared to the individuals in the active group (Figure 2A). In males, the difference in emmeans postprandial blood glucose level
between the two groups was 21.56 (Tukey HSD test: $p<0.0005$) and the difference was 31.56 in females ($p<0.0001$). The interaction term sex $\times$ activity-state had a significant effect on the blood glucose level ($F = 5.5094$, $p = 0.0387$, Table 2A and Figure 2A). When comparing emmeans postprandial blood glucose between the sexes, we found the values to be significantly different only in the rested group (Tukey HSD test: difference in emmeans = 13.22, $p = 0.013$) and not in the active group (difference in emmeans = 3.22, $p = 0.95$).

Flight had a significant effect on the postprandial body surface temperature ($F = 43.2618$, $p<0.0001$, Table 2B). Flight affected body surface temperature differently in each sex. The difference in body surface temperature among the two cohorts (active vs. rested) was only significant in males (Tukey HSD test: difference in emmeans = 1.437, $p<0.0001$) and not in females (difference in emmeans = 0.463, $p = 0.15$). The interaction term sex $\times$ activity state had a significant effect on the postprandial body surface temperature ($F = 11.915$, $p = 0.0035$, Table 2B and Figure 2B). The body temperature differed significantly between the sexes only in the rested cohort (Tukey HSD test: difference in emmeans = 1.2, $p = 0.0001$) and not in the active cohort (difference in emmeans = 0.3, $p = 0.642$).

**Discussion**

Fruit bats show remarkable adaptation to high-sugar diets compared to insectivorous bats (Meng et al., 2016). One key adaptation is their ability to metabolise exogenous dietary sugars and fuel active flight (Amitai et al., 2010). But the sex-differences in postprandial metabolic traits in fruit bats are poorly understood. Here, we addressed an open question - whether metabolic traits are expressed differently in each sex of the fruit-eating bat, *Cynopterus sphinx*. We found that female bats have slightly higher blood glucose and body surface temperature in their postprandial state, compared to males. Notably, the level of sex-differences in both traits measured from rested bats was only significant at specific sampling times of the
assay. Strikingly, the sex-differences in both traits eroded with flight. These findings elucidate that while sex-differences in metabolic traits can be detected, the outcomes are significantly affected by flight in \textit{C. sphinx}.

Earlier studies on several species of frugivore and nectarivore bats report unusually high postprandial blood glucose levels for their body size. For instance, the average postprandial blood glucose level (irrespective of sex) is around 8 mmol/L in the fruit bat, \textit{Epomophorus wahlbergi} (body mass \textasciitilde 100 gm) (Mqokeli and Downs, 2012); around 15 mmol/L in the nectar bat, \textit{Eonycteris spelaea} (body mass \textasciitilde 60 gm) (Peng et al., 2017); and is around 25 mmol/L in the nectar bat, \textit{Glossophaga soricina} (body mass \textasciitilde 10 gm) (Kelm et al., 2011). Notably, our results support previous findings that \textit{C. sphinx} has high blood glucose for their body mass regardless of sex (>30 mmol/L here and \textasciitilde 24 mmol/L in Peng et al. 2017). When compared to a similar-sized bat \textit{E. spelaea} within the same study, \textit{C. sphinx} was found to have blood glucose almost 10 mmol/L higher (Peng et al., 2017). Moreover, \textit{C. sphinx} has postprandial blood glucose more than 20 mmol/L compared to the commonly used laboratory rats (Omer et al., 2004). Whether such high blood glucose levels could negatively affect the bats' health remains unclear.

We note that the peak postprandial blood glucose values in \textit{C. sphinx} reported in our study and the earlier study (Peng et al., 2017) are markedly different from the values sampled from individuals in their natural habitat. The peak postprandial blood glucose that we recorded from foraging bats in the wild was 8.83 \textpm 0.55 mmol/L in males (\(n = 16\)) and 9.36 \textpm 0.60 mmol/L in females (\(n = 7\)), respectively (unpublished). Although the blood glucose level measured in wild-caught bats might be confounded by physical activity and the amount of sugar consumed in the bats' natural diet, the level is noticeably lower than the values recorded in the lab. Thus, the high blood glucose levels reported from studies on fruit bats kept in captivity should be interpreted with caution.
Previous studies that investigated sex-general postprandial blood glucose in fruit and nectar bats report temporal variation in the trait: reduction in blood glucose level over time in individuals kept at rest during the assays (Kelm et al., 2011; Meng et al., 2016; Peng et al., 2017). In our study, the change in postprandial blood glucose level over time was identical in both male and female bats. Blood glucose values recorded at 100-min were similar to the preprandial level in both sexes. Thus, in the absence of flight activity, it takes 100 min for both male and female bats to lower their postprandial blood glucose to fasting level. So, there are mechanisms that help fruit-eating bats to regulate glucose metabolism while resting. Higher levels of carbohydrate metabolising enzymes (e.g., disaccharidase, amylase, maltase and sucrase) secreted in the gut of fruit bats could be one plausible mechanism that helps regulate blood glucose level in the absence of activity (Hernandez and Martinez del Rio, 1992; Ogunbiyi and Okon, 1976).

The thermal imaging method allowed us to detect body temperature changes in the bats to the nearest 0.1°C. We found three intriguing evidence that adds to our understanding of glucose metabolism in fruit bats. Firstly, the immediate difference in body surface temperature between the pre- and postprandial states provides support for employing skin temperature differences to detect discrete metabolic changes in these small mammals. The data also supports the notion that fruit bats release heat during digestion of sugars like other homeotherms (Stock, 1999). Secondly, female bats have slightly higher body temperature than males in their post-absorptive state. The fact that the increase in body temperature is directly related to glucose metabolism implies that female bats might have evolved a higher rate of metabolism than males. And lastly, our findings indicate that male and female individuals of the same species could regulate body temperature differently during metabolising dietary sugars.
Our results confirm that flight exert significant effects on postprandial metabolism in fruit bats. Similar to findings reported in earlier studies (Kelm et al., 2011; Peng et al., 2017), we found that the rested bats show higher postprandial blood glucose level than active bats. Meaning that fruit bats use dietary sugar to fuel their flight. We observed a different pattern in body surface temperature: where rested individuals showed lower temperature values than active bats. An interesting addition to the existing literature is that flight affects blood glucose level and body surface temperature equally in both sexes. We predict that because flight is an expensive and essential activity for both sexes, it would be less likely to detect sex-differences in metabolic traits sampled from active bats.

Although only slightly different from males, female bats have generally higher levels of postprandial metabolism. Morphological differences between the sexes provide no clear explanation for the sex differences found in the metabolic traits because the mean body mass of females (mean = 47.84 (SD = 4.2)) is only marginally higher than male bats (mean = 45.16 (SD = 5.7)) used in our study. Sex-difference in pancreas size and insulin level could explain the observed metabolic differences, but empirical support is poor.Confirming the difference in expression levels of a glucose transporter SLC2A2 gene and its protein product Glut2 in each sex of C. sphinx will add another explanation for observed sex-differences in metabolism (Meng et al., 2016). Nonetheless, our findings provide new insights to sex-differences found in the general ecology of C. sphinx. Female bats disperse farther from their natal grounds and forage over larger home range area than males (Gopukumar et al., 2005; Marimuthu et al., 1998). Based on our findings, we contend that the higher rate of glucose metabolism provides higher energy reserves to sustain physical activity in female C. sphinx. Evidence indicates that the fruit bat, Rousettus aegyptiacus exhibits sex-specific foraging behaviours (Barclay and Jacobs, 2011; Harten et al., 2018). It is, therefore, plausible that sex-differences in metabolic traits might be commonly observed in frugivorous bats. Moreover, the finding that sex-
differences in metabolic traits are affected by flight is novel and invokes more general questions regarding sex-specific life-history evolution in bats. Whether metabolic and behavioural differences affect underpinning physiological traits and whether such effects resonate across life-history and confer sex-differences in longevity outcomes are questions for future studies to explore.

**Conclusion**

Our findings support the predictions: the metabolic trait values are generally higher in females compared to males, and that the sex-differences in metabolic traits are affected by flight in the fruit bats, *C. sphinx*. The level of postprandial blood glucose and body surface temperature significantly differed between the sexes only when bats were kept at rest, and not when allowed to fly during the assay. Two inferences can be made from these results: (1) sex-differences in metabolic traits are detectable in the absence of flight, and (2) flight is an expensive form of locomotion that it affects postprandial metabolic homeostasis equally in both sexes. More generally, our study elucidates the context-dependency of sex-differences in the metabolic traits: time of the assay and flight activity. Future studies should thus replicate their assays across a temporal scale rather than one-time sampling, and different activity states to detect signals of sex-specificity in the traits. Finally, our findings have general implications for future studies that investigate similar phenotypes in other groups of bats: the results can be sex-specific, and important information may be lost if the sex of the individual is not considered.
Methods

Ethics statement

This study was conducted with ethics permission obtained from the Institutional Ethics Committee of Madurai Kamaraj University (Tamil Nadu, India). Bats were kept in captivity only for the duration of the study and were immediately released into their roosting sites from where they were originally caught. Bats were fed with 40% sugar solution before releasing to ensure that the individuals were not fatigued. No bats were sacrificed for this study.

Sampling of bats

In total, 60 bats ($n_{males} = 30$, $n_{females} = 30$) were used in this study. The average body mass of male and female bats was 45.16 gm ($SD = 5.7$), and 47.84 gm ($SD = 4.2$) respectively. Bats were captured from known foraging and roosting sites around Palayamkottai town (Tamil Nadu, India). The local habitat in the sampling sites is a semi-urban environment, where bats roost in drooping fronds of palmyra palm trees and feed on fruiting trees in the area. We sampled bats in non-breeding seasons (in May, June, August, and September) across three years – 2014 to 2016. For capture, we used mist nets (4 m × 2 m, 38 mm total mesh size polyester nets, Avinet, USA) or custom-built hoop nets, attached to extendable aluminium poles. The age-class of the captured individuals were immediately determined by examining the extent of wearing in canine teeth (Brunet-Rossinini and Wilkinson, 2009). Only adult bats were retained for the study. Retained bats were translocated into an animal house in St. John's College (Palayamkottai, Tamil Nadu, India). The animal house was equipped with several custom-built enclosures (each measuring 1 m × 0.5 m × 1 m) that were placed within rooms maintained at natural ambient temperature, humidity, and light cycle. Each enclosure housed four same-sexed bats that had access to ad libitum fresh food (freshly cut fruits placed in a
sterile plastic tray) and water (with no added sugar). Fresh food and water were replenished every 12 h in each enclosure.

**Study design**

We first assessed temporal changes in postprandial levels of (a) blood glucose and (b) body surface temperature in individuals kept at rest. Then, we measured postprandial levels of (c) blood glucose and (d) body surface temperature across rested and active individuals. Each of the four assays was performed several months apart, with different male and female individuals used in each assay. All assays were performed between 19h00 and 21h00, which corresponds to the bats' natural feeding time (Marimuthu et al., 1998). Individuals fasted for 10 hours before the assays. At the time of the assay, we handfed the individuals with 1.5 mL standard liquid diet (hereafter, 'standard diet') with a sterile feeding syringe. The standard diet contained 0.089 gm/mL of sugar along with trace amounts of minerals and vitamin. We followed the same feeding method in all four assays. Our approach of controlled feeding allowed us to standardise the amount of sugar consumed by each individual (irrespective of their sex, body mass and satiety level), and minimise any confounding effects attributable to inter-individual feeding differences.

**Data collection**

We measured body mass (gm) and forearm length (mm) of each individual immediately prior to the assays. Both pre- and postprandial blood glucose levels were measured using an instant glucometer (OneTouch® SelectSimple™ with detection range = 1.1 to 33.3 mmol/l of blood glucose). We used 5 µL of blood drawn from the uropatagium area (between the tail and tibia) of the animal using a sterile needle (6 mm needle, Becton-Dickinson) for instant glucometer measurements. Nonetheless, there were instances when the glucometer was unable
to detect blood glucose levels because of values outside its detection range. Particularly, the postprandial glucose level at 20 min (see below in (a) blood glucose assay) and at 30 min (in the assay (c)) in resting bats were difficult to measure with the glucometer. In such cases, 100 µL of blood was sampled from the uropatagium area of the individual and glucose level was immediately assessed on a blood analyser (Chem 7, ERBA Manheim GmBH).

A handheld thermal imaging camera (Model E4, FLIR Systems Inc., USA; detection range = -20° to 250°C) was used to measure body surface temperature from individual bats. Thermal imaging of bats was performed inside a room maintained at 28°C to minimise the effect of ambient temperature. Images were retrieved from the camera and manually corrected for background noise (infrared reflectance from the surrounding surface) in the FLIR tools software (Tattersall, 2016). We then estimated the mean body surface temperature of each bat from values taken across three data points (chest, upper and lower abdomen) drawn on the anterior part of the animal, in the thermal image in FLIR tools software (version 5.x, FLIR Systems Inc.). It is important to note that the anatomical region of the animal affects body surface temperature measurements (McCafferty et al., 2015; Taylor et al., 2014). Temperature measured from the wing area has been particularly employed in studies investigating thermoregulation in bats. Bats living in the tropics use wings as outlets to lose or preserve heat during flying in warm or cold conditions (Reichard et al., 2010). So, we avoided wings and measured body surface temperature from the anterior part of the animal to detect temperature changes associated with postprandial metabolism. The non-invasive sampling of body surface temperature allowed us to use a slightly higher sample size (n = 30), compared to the invasive sampling of blood glucose (n = 24).
(a) Assaying change in postprandial blood glucose in resting bats over time

Eight bats (n_{males} = 4 and n_{females} = 4) were used in this assay. Preprandial level of blood glucose (denoted as 0 min reading in the figures) was first measured. After 30 min from measuring the preprandial blood glucose, each bat was hand-fed with 1.5 mL of standard diet and retained in individual clean cloth bags. After the one-time feeding, postprandial blood glucose level of the individuals was measured at 20 min intervals, for a total of 100 min.

(b) Assaying change in postprandial body surface temperature in resting bats over time

Ten bats (n_{males} = 5, n_{females} = 5) were used in this assay. Similar to the blood glucose assay (a), body surface temperature was recorded in pre- and postprandial states of the bats. Once fed with the standard diet, thermal images of the individuals were taken every 15-min, completing the assay at 60 min.

(c) Postprandial blood glucose in rested and active bats

We first measured postprandial blood glucose level from individuals (n_{males} = 4, n_{females} = 4) that were kept at rest. In the rest group, individuals were fed with the standard diet and held at complete rest for 30 min in separate clean cloth bags. We measured the postprandial blood glucose using the blood analyser. Then, with a separate group of bats (n_{males} = 4, n_{females} = 4), we measured the postprandial blood glucose values from active individuals. In the active group, 10 minutes after feeding, each bat was allowed to fly for 5 min within a cubicle (2.5 m × 2 m × 2 m). Bats could only fly inside the cubicle with no means to rest. We monitored their activity within the cubicle and disturbed the individual if it was found to rest on the floor. Thus, we ensured that bats were active throughout the 5 min spent inside the cubicle. Only one bat was introduced into the cubicle at a given time. The individual was removed from the cubicle and allowed to rest for 5 min in a cloth bag. We then measured the postprandial blood glucose.
using the instant glucometer. In both groups, postprandial blood glucose was only measured once from each individual.

(d) Postprandial body surface temperature in rested and active bats

We followed the same method described in assay (c) to measure postprandial body surface temperature in bats that were either kept at rest or allowed to fly. We first recorded thermal images of individuals \((n_{\text{males}} = 5, n_{\text{females}} = 5)\) that were kept at rest for 30 min, immediately after feeding. Then, with a separate group of bats \((n_{\text{males}} = 5, n_{\text{females}} = 5)\), we recorded thermal images of individuals that were allowed to fly for 5 min after feeding.

Data analyses

All analyses were performed in the R statistical environment v3.6 (R Development Core Team, 2020). Graphical plots were made using the GraphPad Prism software (v8.1.0) and ggplot2 package (Wickham, 2016) in R.

(i) Linear mixed-effect analyses for estimating sex-differences in postprandial blood glucose and body surface temperature in rested bats

The data from assays measuring postprandial levels of (a) blood glucose and (b) body surface temperature over time in rested bats were analysed using linear mixed-effect (lmer) statistical models in R. Histogram of the raw data indicated that the blood glucose data is left-skewed and body surface temperature is normally distributed. We log-transformed the blood glucose data to adjust for left skewness and used the transformed data in the lmer model, assuming Gaussian distribution.

Lmer models for blood glucose and body surface temperature data were analysed separately. In each of these two models, we included the respective trait value as the response
variable, along with sex (2 levels), time of the assay (6 or 5 levels depending on the trait) and the two-way interaction between the two factors (sex × time of the assay) as fixed effects. Body size index (ratio of body mass and forearm length) of the individuals was included as a fixed covariate in each model. Furthermore, to account for repeated sampling of the traits from the same individual over time, we included 'individual ID' as a random factor in both models to account for compounding effects. Thus, a global model was built for each trait with fixed effects and first-order interaction between the fixed effects, the covariate and random effect terms.

We then performed a model reduction analysis using `dredge` function in MuMIn package in R (Barton and Barton, 2019) to determine the best-fitting model for each response variable. The dredge function performed an automated stepwise elimination of each fixed effect term in the model. It provided the corrected Akaike Information Criterion (AICc) values for the global model and each of the reduced models. We restricted model selection to the top six models. From the chosen six models, we calculated the relative variable importance (RVI) for each fixed effect term. RVI indicates the likelihood that a particular fixed effect term would be present among the six best-fit models. RVI for each fixed effect was calculated as the sum of the weight of models in which the fixed effect term was retained (Burnham and Anderson, 2002). We observed that the best fit model (based on the AICc score) was not informative and that using the reduced model for further analyses undermined our efforts to detect sex-differences in the traits while accounting for effects of sampling time. So, we proceeded with the global model for further analyses. Results for the six best-fit models from the dredge analysis are provided in the Supplementary Information (Tables S1 and S2).

Parameter estimates for the fixed effects in the global models were estimated using the maximum likelihood method in the lme4 package (Bates et al., 2015). $P$-value significance and Chi-squared values for each fixed effect were estimated using the Wald's III Chi-squared test.
in car package (Fox, 2011). The standard deviation (SD) in response variable attributable to the random effect was estimated using the restricted maximum likelihood method in lme4 package. *P*-value significance for the random effect term was determined using `ranova` function in lmerTest package (Kuznetsova et al., 2017).

We then derived estimated marginal means (emmeans that has no units) and ± 1 Standard Error of both traits for the interaction term 'sex × time of the assay', using the `emmeans` package in R (Searle et al., 1980). Emmeans allowed us to correct the trait means for confounding effects attributable to the body size of individuals and repeated measurements made on the same individual over time. We used emmeans values for making graphical plots. And finally, we analysed for significance in differences in trait means (mean value estimated from raw data) across all pairwise combinations of sex and time of the assay. For this pairwise comparison analysis, we used a posthoc analytical framework using the TukeyHSD test in R (results not shown in Tables 1A and 1B).

**(ii) Analysing the effect of flight on the level of sex-differences in each trait**

We analysed the effect of flight on the level of sex differences in both traits measured in assays (c) and (d) using linear models. Since the individuals were only sampled once in these assays involving rested and active individuals, we omitted the term 'individual ID' in the models. Separate linear models were built for each trait. The models included the respective trait value as the response variable; sex (2 levels), activity-state (2 levels) and the interaction between sex and activity-state as factors, and body size index as the covariate. Parameter estimates and *p*-value significance for each factor in the model were estimated using ANOVA test in R. We then estimated the emmeans ± standard error of each trait for the interaction term 'sex × activity-state' that adjusted the response variable for effects of body size. We used the raw data of both response variables for calculating emmeans. Furthermore, TukeyHSD test was used to
determine the significant differences in trait means across all pairwise combinations of sex and activity-states.
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**Figures**

![Figure 1](https://example.com/figure1.png)

**Figure 1: Sex-differences in metabolic traits.** Sex-differences in (A) emmeans postprandial blood glucose sampled across 0 to 100 min (n = 4 bats per sex) and (B) emmeans postprandial body surface temperature sampled across 0 to 60 min (n = 5 bats per sex). Each assay employed different individuals. The individuals were repeatedly sampled in each assay. 0 min indicates preprandial measurements, after which the individuals were each fed with 1.5 mL of standard diet and deployed for postprandial measurements made at specific sampling times (every 20 min in (A) and 15 min in (B)). The lmer models analysing data from these assays included body size index (ratio of body mass and forearm length) as a covariate and individual ID as a random effect. Emmeans (± s.e.m) for all pairwise combinations between sex and time of the assay were extracted from the lmer models. Emmeans allowed us to correct for effects attributable to variation in body size and repeated sampling from individuals. We analysed the models for significant difference in trait means across all pairwise combinations of sex and sampling-times, within a posthoc analytical framework using the TukeyHSD test in R. The postprandial blood glucose level was only significantly different between the sexes at 20 min (difference in emmeans = 11.82, \( p = 0.0001 \)). The body surface temperature of the sexes differed significantly at 30 min (difference = 1.24, \( p = 0.014 \)) and 45 min (difference = 1.26, \( p = 0.012 \)).
Figure 2: Effect of flight on sex-differences in metabolic traits. Effect of flight on outcomes of (A) postprandial blood glucose (n = 4 bats per sex) and (B) postprandial body surface temperature (n = 5 bats per sex). Different individuals were used in the rest and active groups in each assay. Individuals were sampled only once in each assay. In the rest group: each individual was fed with 1.5 mL standard diet and held in a cloth bag for 30 min before sampling the traits. In the active group: fed individuals were allowed to fly for 5 min before sampling the traits. The linear models included body size as a covariate, thus correcting the trait means for effects attributed to variation in body size of the individuals. Emmeans (± s.e.m) for all pairwise combinations of sex and activity-states were extracted from the linear models. TukeyHSD test was used to determine the significant differences in trait means across all pairwise combinations of sex and activity-states. The postprandial blood glucose level differed significantly between the sexes only in the rest (Tukey HSD test: difference = 13.22, p = 0.013), and not in the active group (Tukey HSD test: difference = 3.22, p = 0.95). It was also the case in terms of postprandial body surface temperature: the trait means differed significantly between the sexes only in the rest (Tukey HSD test: difference = 1.2, p = 0.0001), and not in the active group (Tukey HSD test: difference = 0.3, p = 0.642).
Tables

**Table 1.** Results from *lmer* statistical models analysing for the effect of sex and time of the assay on – (A) postprandial blood glucose and (B) postprandial body surface temperature. Postprandial blood glucose data were log-transformed to correct for left skewness. Global model including sex, time of the assay, and the interaction between sex and time as fixed effects; body size index as covariate; and individual ID as random effect was analysed for each trait separately. Model reduction analysis was performed using *dredge* function in MuMIn package. RVI (relative variable importance) for each fixed effect was calculated from the weight of the model in which the particular fixed effect term was retained in *dredge* analysis. Since the best-fit model deduced from model reduction analysis was not informative, we proceeded with the global models to determine the effect of sex and time on the traits. Parameter estimates for all fixed effects were calculated using the maximum likelihood method. The standard deviation in the traits attributable to individual ID was estimated using the restricted maximum likelihood method.

### A) Results from *lmer* and *dredge* analyses of the postprandial blood glucose data

<table>
<thead>
<tr>
<th>Factors</th>
<th>RVI</th>
<th>Df</th>
<th>Chi-squared values</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>0.337</td>
<td>1</td>
<td>2.3384</td>
<td>0.1262</td>
</tr>
<tr>
<td>Time of the assay</td>
<td>1</td>
<td>5</td>
<td>354.6588</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Sex × time of the assay</td>
<td>0.006</td>
<td>5</td>
<td>12.6571</td>
<td>0.0268</td>
</tr>
<tr>
<td>Body size index</td>
<td>0.407</td>
<td>1</td>
<td>3.1483</td>
<td>0.076</td>
</tr>
<tr>
<td><strong>Random effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual ID</td>
<td>0.207</td>
<td></td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>Residuals</td>
<td>0.2426</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### B) Results from lmer and dredge analyses of the postprandial body surface temperature data

<table>
<thead>
<tr>
<th>Factors</th>
<th>RVI</th>
<th>Df</th>
<th>Chi-squared values</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>0.892</td>
<td>1</td>
<td>0.0275</td>
<td>0.8684</td>
</tr>
<tr>
<td>Time of the assay</td>
<td>1</td>
<td>4</td>
<td>58.7691</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Sex × time of the assay</td>
<td>0.16</td>
<td>4</td>
<td>11.3887</td>
<td>0.0225</td>
</tr>
<tr>
<td>Body size index</td>
<td>0.379</td>
<td>1</td>
<td>1.6302</td>
<td>0.2017</td>
</tr>
<tr>
<td><strong>Random effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual ID</td>
<td>0.0853</td>
<td>0.731</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residuals</td>
<td>0.5044</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Table 2. Results from the linear statistical models that analysed for the effect of flight on – (A) postprandial blood glucose and (B) postprandial body surface temperature. The models included body size index as a covariate. The models were analysed using ANOVA test and further scrutinised for significant difference between all pairwise combinations of the interaction term 'sex × activity-state' using TukeyHSD test in R. In the TukeyHSD results in Table 2A and 2B: M is male, and F is female; 'rest' is the cohort that was kept at rest, and 'active' is the cohort that was allowed to fly for 5 min, before sampling each trait.

### A) Effect of flight on postprandial blood glucose

<table>
<thead>
<tr>
<th>Factors</th>
<th>Df</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>1</td>
<td>9.402</td>
<td>0.0107</td>
</tr>
<tr>
<td>Activity state</td>
<td>1</td>
<td>142.3984</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Sex × activity state</td>
<td>1</td>
<td>5.5094</td>
<td>0.0387</td>
</tr>
<tr>
<td>Body size index</td>
<td>1</td>
<td>2.6254</td>
<td>0.1335</td>
</tr>
<tr>
<td>Residuals</td>
<td>11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Pairwise comparison (Tukey's HSD test)

<table>
<thead>
<tr>
<th></th>
<th>Adjusted P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M.rest – F.rest</td>
<td>0.0127</td>
</tr>
<tr>
<td>M.active – F.active</td>
<td>0.9553</td>
</tr>
</tbody>
</table>

### B) Effect of flight on postprandial body surface temperature

<table>
<thead>
<tr>
<th>Factors</th>
<th>Df</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>1</td>
<td>25.5448</td>
<td>0.0001</td>
</tr>
<tr>
<td>Activity state</td>
<td>1</td>
<td>43.2618</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Sex × activity state</td>
<td>1</td>
<td>11.9146</td>
<td>0.0036</td>
</tr>
<tr>
<td>Body size index</td>
<td>1</td>
<td>0.0107</td>
<td>0.9188</td>
</tr>
<tr>
<td>Residuals</td>
<td>15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Pairwise comparison (Tukey's HSD test)

<table>
<thead>
<tr>
<th></th>
<th>Adjusted P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M.rest – F.rest</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>M.active – F.active</td>
<td>0.6373</td>
</tr>
</tbody>
</table>
**Supplementary information**

**Table S1**: AICc values derived from model reduction analysis of the postprandial blood glucose data (assay (a)). We used `dredge` function in MuMIn package to deduce the best fit model for the data. The models were analysed using maximum likelihood method. The global model included the sex, time of the assay and the two-way interaction between the two factors as fixed effects, individual ID as a random effect and body size index as the fixed covariate. Results for the best six models are shown below.

<table>
<thead>
<tr>
<th>Model rank</th>
<th>Sex</th>
<th>Time of the assay</th>
<th>Sex × time of the assay</th>
<th>Body size index</th>
<th>Df</th>
<th>logLik</th>
<th>AICc</th>
<th>Delta</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>-4.327</td>
<td>28.3</td>
<td>0</td>
<td>0.338</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>9</td>
<td>-2.842</td>
<td>28.4</td>
<td>0.07</td>
<td>0.325</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>9</td>
<td>-3.105</td>
<td>28.9</td>
<td>0.6</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>10</td>
<td>-2.624</td>
<td>31.2</td>
<td>2.85</td>
<td>0.081</td>
</tr>
<tr>
<td>5</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>14</td>
<td>1.926</td>
<td>36.9</td>
<td>8.53</td>
<td>0.005</td>
</tr>
<tr>
<td>6</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>15</td>
<td>2.907</td>
<td>39.2</td>
<td>10.84</td>
<td>0.001</td>
</tr>
</tbody>
</table>

**Table S2**: AICc values derived from model reduction analysis of postprandial body surface temperature data (assay (b)). We used the `dredge` function in MuMIn package to deduce the best fit model for the data. The global model included the sex, time of the assay and the interaction between the two factors as fixed effects, individual ID as a random effect and body size index as the fixed covariate. Results for the best six models are shown below.

<table>
<thead>
<tr>
<th>Model rank</th>
<th>Sex</th>
<th>Time of the assay</th>
<th>Sex × time of the assay</th>
<th>Body size index</th>
<th>Df</th>
<th>logLik</th>
<th>AICc</th>
<th>Delta</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>-36.924</td>
<td>93.4</td>
<td>0</td>
<td>0.503</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>9</td>
<td>-36.218</td>
<td>94.9</td>
<td>1.58</td>
<td>0.229</td>
</tr>
<tr>
<td>3</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>12</td>
<td>-31.908</td>
<td>96.2</td>
<td>2.89</td>
<td>0.119</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>8</td>
<td>-38.455</td>
<td>96.4</td>
<td>3.06</td>
<td>0.109</td>
</tr>
<tr>
<td>5</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>13</td>
<td>-31.141</td>
<td>98.4</td>
<td>5.03</td>
<td>0.041</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>7</td>
<td>-49.735</td>
<td>116.1</td>
<td>22.78</td>
<td>0</td>
</tr>
</tbody>
</table>
Fig S1. Mean (±SE) postprandial blood glucose (mg/dl) values estimated from raw data. The interaction between sex (male and female) and time of the assay (0 to 100 min) is shown in the horizontal axis. We used ggpubr package to draw this graph.
**Fig S2.** Mean (±SE) postprandial body surface temperature (°C) values estimated from raw data. The interaction between sex (male and female) and time of the assay (0 to 60 min) is shown in the horizontal axis.